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ReDAS LabGoal

• Introduce a faster and efficient way of 
using some Semi-supervised learning 
methods with big data.
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ReDAS LabObjectives
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1. Identify which SSL algorithms have been 
previously parallelized.

2. Implement serial versions of selected 
algorithms.

3. Convert serial implementation into a parallel 
version in MapReduce.



ReDAS LabObjectives (cont.)
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4. Test both on multiple datasets(if applicable 
on large datasets).

5. Compare output and runtime of parallel vs. 
serial implementations.



ReDAS LabObjective 1: Tasks
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Literature Review

Compile Results

Determine 
Algorithms to use



ReDAS LabObjective 1: Accomplishments

• Completed Lit. Review

• Created tables/references

• Determined which algorithms have and 
have not been parallelized.
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ReDAS LabObjective 1: Methodology
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Searched 
renowned CS 

databases

Added works to a 
BibTeX file.

Compiled results 
into a table.



ReDAS LabObjective 1: Results
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ReDAS LabObjective 1: Discussion
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• Most work is for Graph-based methods

• Some work for Generative Models

• Very little to no work for TSVMs

• Very little to no work for Self-Training 
algorithms.



ReDAS LabObjective 2: Tasks
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Study Algorithms

Pick models

Implement serial 
versions



ReDAS LabObjective 2: Accomplishments

• Researched Semi-supervised Expectation 
Maximization (SS-EM)

• Chose Multinomial Naïve Bayes (MNB) as 
the model for SS-EM

• Using an open source serial 
implementation of MNB with SS-EM.
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ReDAS LabObjective 2: Methodology
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Studying SS-EM

Difficulty in selecting a model

Using open source MNB with SS-
EM code for serial version.



ReDAS LabObjective 3: Tasks
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Understand 
serial version

Determine 
parallelizable parts

Process the 
dataset they used

Write parallel 
version in 

MapReduce



ReDAS LabObjective 3: Accomplishments

• Determined parts which can be 
parallelized

• Making significant progress on pre-
processing the data

• Still have yet to finish the parallel 
implementation
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ReDAS LabObjective 3: Methodology
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Created pseudocode to work through 
the logic

Learning python & libraries, Hadoop 
framework, and API for job submission 
/ Input and Output

Pre-processing dataset for 
Hadoop’s HDFS



ReDAS LabObjective 3: Methodology (cont.)

One document in 
20NewsGroups dataset

Some of Vectorized 
version of document
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ReDAS LabObjective 4: Tasks
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Pre-process datasets

Record outputs and 
runtimes



ReDAS LabObjective 5: Tasks

18

Compare results and 
runtimes 

(if applicable)

Graph results



ReDAS LabDeliverables
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1. Poster

2. Detailed documentation of my progress 
and research log/notes.

3. Data pre-processing scripts with output 
files, and instructions on how to run/use 
them.



ReDAS LabFuture Work

20

• Finish parallelizing MNB and SS-EM.

Vectorized text
(input)

E-Step
Mappers

Combiners
(shuffling & 
sorting)

M-Step
Reducers

HDFS 
(output)



ReDAS LabFuture Work (cont.)
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• Testing the program on several larger 
datasets, and compare to serial version.

• Determine models for TSVM and Self-Training.

• Parallelize TSVM and Self-Training on 
MapReduce.

• Test TSVM and Self-Training on several larger 
datasets, and compare to serial versions.
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